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Abstract: We are trying in this paper to answer the question: What is Big DataB and how they could
be used. It turns out by the investigations that this is a very wide and perspective area of research and
even a special United Nations’ program exists for their usage for prediction of eventual events with a
great degree of probability for happening, and as so — preventive actions to be undertaken. Big Data is
usually considered as an aggregate of a great bulk of data, usually unstructured and the methods of their
processing for the purpose of extracting from them useful information. Several examples are shown for
their usage in business and the public sector which demonstrate the profit of their usage
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1. What is Big Data?

Big Data is a term that evolved some 10-15 years ago in the sphere of the information
Technologies (IT) which seems to grow overwhelming in the modern world. The term is a
buzzword and many, even we, don’t want to admit that we have no exact and generally
acknowledged definition. From IBM they say: “Don’t focus on what Big Data is, focus on
what problems Big Data can address. IBM can help you gain value from Big Data.”. It is
clear that Big Data are digital, but of what type? When saying big databases it is clear and
they can be classified. Besides, the information there is strictly structured. But what Big Data
is — volume or technology [1]? Let’s assume we consider the volume — peta, exa, and so on,
bytes®. Even today, if you wrote in any of the big web search engines e.g. Google, Yahoo!,
Yandex etc. whatever comes to your mind, say for example “... in a cavern in a canyon®..”
information will be immediately delivered. This supposes more than peta, exa, zetta etc.

bytes to be processed and information of thousands items to be returned in the frame of a half

! Peta -10%°, exa -10%8, zetta - 10?, yotta - 10%*.
% Two words from a popular song of the American gold rush.
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a second. Naturally this is not the case. Evidently the case in point is Big Data. We have to
do nothing else except to accept that: “Big data is an evolving term that describes any
voluminous amount of structured, semi-structured and unstructured data that has the
potential to be mined for information.” [2].

It is accepted that Big Data may be characterized by the three Vs: huge Volume,
tremendous Variety of data of various types to be processed, and the Velocity at which these
data must be processed. All three V-s expand with greater and greater speed. It is very hard,
and practically — impossible, data to be integrated by the traditional methods. For this
purpose new approaches are sought, like artificial intelligence, neural networks, fuzzy logic,
different types of statistical and probabilistic analysis etc. and they are really successful in

many cases of data and knowledge extraction.

Big Data:
Expanding on 3 fronts
at an increasing rate.
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2. More and more jumbled

Data grow more and more jumbled. And it is really so. Some features are described in
[3] which may be useful for the explanation of Big Data and their possible usage. The first
one concerns the volume of the data accessible. Researchers and analysts search traditionally

data immediately related to their investigations. Modern technologies provide gathering and
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analysis of a huge amount of data, although indirectly related to a given investigation.
Naturally by increasing the scale of the information inaccuracies increase also.

The second characteristic is that by enlarging the storage and accessibility of data of
more and more data the latter grow messier as there are no criteria for their validity. But the
volume of data supplies more valuable information, despite of the more errors that may exist.

A definition of Big Data by IDC [4], although too broad, looks like acceptable tieing
volume and technologies. “Big Data technologies describe a new generation of technologies
and architectures, designed so organizations like yours can economically extract value from
very large volumes of a wide variety of data by enabling high-velocity capture, discovery,
and/or analysis. This world of Big Data requires a shift in computing architecture so that
customers can handle both the data storage requirements and the heavy server processing

required to analyze large volumes of data economically.”

3. Correlations vs. causality.

The third characteristic is the trend to passing from causality to correlation
connection. It is generally accepted in scientific research that correlation does not prove a
causality connection. New data mining techniques may provide information about WHAT is
happening, and not -WHY it is happening. Correlations give relationship between data.
Quite sophisticated methods are used in this case — statistical, probabilistic, artificial
intelligence, fuzzy logic, neural networks etc. This, no matter how strange it seems, provides
an opportunity for predictive analytics which is one of the strong aspects of Big Data. They
may be used in many spheres of business management and social relations. We will point out

some amazing examples from the real world in the next item.

4. Predictive analysis, examples

A furious man rushed into a supermarket of a big US supermarket chain very angry
that they send his daughter, a teenager, advertisement messages related to pregnancy and
babies. Why does the chain encourage pregnancy of teenager girls!? The supermarket
manager was not aware of the case and what had happened and apologized to the angry
parent. Several days later the manager decided to check and follow up the case by a phone
call. The father answered very embarrassed. It turned out his daughter was really pregnant
and the father admitted that he had not been aware of the whole truth.

It turned out that in the supermarket chain they recently have started to use Big Data

techniques to analyze the huge volume of data collected to send more personalized



advertisements to customers. Tracking their shopping habits analysts encountered interesting
correlations:

»Women on the baby department were buying larger quantities of un scented lotion
around the beginning of their second trimester. Another analyst noted that that sometime in
the first 20 weeks, pregnant women loaded up on supplements like calcium, magnesium and
zinc. Andsoon ...*

Knowing this data and acting with respect to it the supermarket chain sends
customized advertisements to women who according to their analysis are pregnant. This is
the way they knew that the girl is pregnant before her patents. This narrative demonstrates
how unstructured data may be used in the complex analysis of the customers’ demand.

Another very interesting and of great social importance area is the social security.
This is also known as predictive policing. This is used for criminological models of data and
data from past criminal and even terroristic cases to predict the probabilities where and when
new crimes may occur. This is useful for the operational and strategic actions of police, e.g.
patrol routes, showing of possible “hot points” etc. An example: During the Boston marathon
bombing in 2013 police adopted a new approach to data gathering in their investigation.
They used the so called “crowd sourcing”. This is a technique of gathering information about
new products and services by commercial sites. Boston police appealed anybody who had
picture or video of the event to send them a copy. It is clear this is much more efficient than
phone calls, descriptions etc. And in the end it turned out that through these thoroughly
unstructured and heterogeneous data police identified end caught the assailants in very short
time.

Police gathers daily huge amounts of data, both for operational and investigative
purposes. With the time these data may produce a picture of the development of the criminal
and of the police actions in this direction and how police manages with its tasks. Over time
these data increase and it gets more important they to be used in decision making.

After the terror attacks in Norway in 2011 authorities there, police and intelligence
service, were ruthlessly criticized, that they had not used to a sufficient degree the data
analysis. The Norwegian Board of Technology (NBT) immediately started a project named
“Openness and Security after the 22" of July”. The project manager explains the idea behind
the project “By feeding criminological models with both crime data and data from other
sources, computers can calculate where and when are likely to happen. The predictions can
be surprisingly precise, allowing the police to be on the site before anything actually
happens.”



In Bulgaria analogical statistical methods are of course used for more than a century,
the Statistical Bureau being one of the first institutions of the modern Bulgarian state, but as
far as we are informed the Big Data techniques are not widely used for predictive analytics.
This approach seems to be very useful for predicting and avoiding heavy industrial and

transport accidents, even natural calamities and terroristic actions.

5. Privacy in the time of Big Data

The issue of privacy is really very ticklish in the virtual computer world and may be it
is impossible to find a definitive answer. When we gain something like free access to the
virtual space, no doubt we must pay the price. It is practically impossible someone to remain
absolutely anonymous in the information space even through a smart phone call. In the case
of Big Data the situation is analogical. From Microsoft they propose ,,Differential Privacy*.
In this approach from Microsoft propose a “small” inaccuracies of the information
containing personal data but allows downloading information from big databases. All this is
OK but anyway there is SOMEONE who has the whole authentic information, IP address,
location etc. You see how the most sacred documents of the biggest secret and intelligence
services become generally known. May be this is the sacrifice that society must make to use
the profit of big data. Here we do not discuss encapsulated societies where free access to
information is prohibited. That is why everyone must personally decide what, how much,
and whom to provide with personal information. Some legislative regulation of the issue of

personal data manipulation is unconditionally needed, but this is not the subject of this paper.

6. Global Pulse

This is an initiative of the UN General Secretary launched in 2009. The initiative is
described in details in its portal [5]. It is focused on using Big Data techniques for
monitoring and tracking the impacts of local, or even global scale, socio-economic crises and
predicting with good reliability their possible arising. We quote below the official definition
of the initiative according to the UN site.

»Global Pulse is a flagship innovation initiative of the United Nations Secretary-
General on big data. Its vision is a future in which big data is harnessed safely and
responsibly as a public good. Its mission is to accelerate discovery, development and scaled

adoption of big data innovation for sustainable development and humanitarian action.



The initiative was established based on a recognition that digital data offers the
opportunity to gain a better understanding of changes in human well-being, and to get real-
time feedback on how well policy responses are working.“

Some of the main partners of the initiative are Telenor, a very big international
telecommunication company, and the Harvard University. One of the senior officers of
Telenor says that they collect huge volumes of data and as a commercial company Telenor
uses this data for product development and advertisement. But we would be inspired to
provide some of these data for humanitarian projects.

As an example an investigation is pointed out how the movement of people affects the
outbreak and spread of diseases in Asian countries. Big Data techniques are used and as a
result some general recommendations are given to the government in which regions
preventive measures should be previously undertaken to avoid the disaster, epidemics, etc.

A similar project was carried out in Kenya for the purpose of limiting the malaria and
due to it researchers recommended the government to take precautions around the Victoria
Lake as one of the most active “hubs” in the malaria dissemination. As a result the by
eliminating the disease in this area would lead to much fewer outbreaks in other areas.

This is an evident demonstration that Big Data represent a global world interest and

find practical application, and they are not a research exercise only.

7. Summing up

An attempt is made in the work the concept of big data to be clarified on the base of
information from sources which are leading in this area. It is pointed out that under Big Data
one can understand the aggregate of huge in volume date, their velocity of propagation and
their variety, together with the methods with their processing and retrieval of the useful
information. Some examples are given for their practical application in business, health care,
social life etc. Each organization may perform analysis of its activity and take advantage of

the possibilities that the Big Data concept offers.
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Abstract: The presented paper will focus on flood risk mapping on the territory of Svilengrad
municipality, where Maritza River and its feeders are causing huge flood events during the spring
season. The high wave evaluation and its implementation in the web-GIS tool, part of the Smart Water
project supported under DG “ECHO” call for prevention and preparedness, will give illustration of the
first attempts of application of INSPIRE directive on the Bulgarin-Turkish-Greek border zone.
Keywords: Smart Water project, Flood Risk Mapping, Svilengrad Municipality, hydrological
estimation of “high” waves.

1. Introduction

Floods can create damages and human casualties with high negative impact for the
society. Some of the most devastating floods have happened in Europe in the last ten years.
In response EU has accepted a Directive 2007/60/EC, which the European Parliament and
Council of the European Union published on October 23, 2007 with scope about the
assessment and management of flood risks [1]. The Directive establishes a framework for
assessment and management of flood risks to reduce the associated effects on human health,
environment, cultural heritage and economic activities. With accordance to the Directive the
Bulgarian Executive Agency of Civil Defense (EACD) has introduced categories of floods,
depending on their size, frequency and duration [2].

In this paper will be shown structured hydrologic estimation of the high flows,
formed after intensive precipitations in Maritza River and its feeders on the territory of
Svilengrad and neighboring municipalities. The computed results will be implemented in the
web-GIS tool, which structure will be also presented as modules for Civil Protection

Response capacity support for decision making by the responsible authorities.



1.1 Feeders of Maritza River in the region of Svilengrad Municipality

Maritza is the biggest Bulgarian river. The river is subject of observations in
Svilengrad since 1914, during the period 1914-1972 they have been made on the stone bridge
of the river built in 15th century (cultural heritage of UNESCO), and after 1972 the
observations are realized on the new railway bridge. Since 1990 the observations have been
accomplished on the new highway bridge.

The references provide the following data about the orohydrographic characteristics
of the river catchment up to the hydrometric point.

The subject considered is all feeders of Maritza River on the territory of Svilengrad
municipality. These feeders influence directly the formation of high flows and their
accounting guarantees safe exploitation of the existing protective installations close to the
river. The most important feeders of Maritza River with a catchment area above 8 sg. km in
the order of their influx are:

e Sivariver —aright feeder on the boundary with Ljubimets municipality;
e Mezeshka river — a right feeder;
e Goljiamata reka (Kanaklijka) — a left feeder;
e Levka river —a left feeder;
e  Selska reka — a left feeder;
e Jurt dere — a left feeder;
e Tolumba dere — a left feeder;
e Kalamitza — a left feeder.
The data about the catchment areas of the feeders and of Maritza river itself, given in

the next table, are defined from topographic maps in scale 1:50 000 and 1:25 000.

No Name Feeder Area Altitude
Sqg. km m

1 2 3 4 5

1 Siva river right 28,512 359

2 Mezeshka river right 34,716 315

3 Maritza 20840,00 582,00

4 Goljiamata rekar left 171,762 399

5 Levka left 144,121 449

6 Selskata reka left 38,424 230

7 Kalamitza left 65,437 211,25

Table 1: Maritza River feeders bigger than 8 sq. km. catchment area

10



Among the rivers with a catchment area above 8 sq. km, there are smaller rivers and
ravines, as well as areas that directly outflow to Maritza River. The small rivers are shown in
the table given below.

As a whole, for all small catchments above mentioned, it could be accepted that they
have altitude of about 60-90 m, average terrain slope 0,10-0,11 and forestation of 15-20 %.

No Name On the land of Area
sg. km
1 2 3 4
1 Total for village Momkovo. Village Momkovo 4,20
2 Total for district”’Novo selo” District”Novo selo” 3,18
3 Total for Svilengrad Svilengrad town 4,83
4 Total for village Generalovo village Generalovo 2,06
5 Ravine “Jurt dere” Village Captain Andreevo 4,94
6 Ravine “Tolumba dere” Village Captain Andreevo 3,32
7 Total for village Captain Andreevo Village Captain Andreevo 3,10

Table 2: Catchments of small rivers and ravines that outflow to Maritza River

on the territory of Svilengrad municipality

For calculation purposes the climatic characteristics of the municipalities from where

the Maritza River feeders flow are also presented.

1.2 Climatic characteristics

For the present research, important are only the rainfalls, form the runoff and the high
flow. The distribution of the rainfalls during the year determines the transitional climatic
character of the Thracian lowland, namely, with summer and winter rainfall peaks. In Tables
3, 4 and 5 data is given, prepared according to the records from the National Institute of
Metrology and Hydrology with the main characteristics of the rainfalls provided for seven
hydro-metric stations (HMS) at Svilengrad, Topolovgrad, Elhovo, Haskovo, Harmanli,

Opan, Lyubimetz.
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HMS I I III v v VI | VII | VIII| IX X XI | XII |Aver.
Svilengrad 63 46 38 | 49 57 58 36 26 34 56 63 69 | 696
Topolovgrad 62 49 42 52 58 63 47 32 37 55 69 72 | 637
Elhovo 46 42 35 45 53 58 43 28 36 44 59 56 | 547
Haskovo 63 47 50 57 67 69 40 37 34 61 67 75 | 668
Harmanli 52 37 36 | 49 56 62 39 29 35 53 64 65 | 576
Opan 50 39 38 | 47 62 64 46 35 28 50 55 58 | 571
Lyubimetz 53 40 36 | 47 58 57 36 23 33 53 60 63 | 559

Table 3: Average long-term rainfall monthly amounts in mm

Station 24-hour monitoring Probability in %
(maximum)

mm vear 2% |5% [10% |23% |50% |73% 902 | 959
Haskovo 1037 1932 98 | 83 75 60 46 | 36 | 30 28
Harmanli 115 1984 90 | 78 68 53 39 | 29 | 23 20
Lyubimetz 38 1984 78 | 69 61 49 38 | 30 | 25 22
Svilengrad 97 4 1969 84 | 74 66 54 42 | 34 | 28 26
Topoloverad 1231 1940 107 | 91 79 61 44 | 33 | 26 24
Galabovo 122.0 1962 97 | 82 70 53 39 | 29 | 23 22

Table 4: The maximum diurnal rainfalls through the years with different probability

During the period 1976-1983, the following parameters of the maximum rainfalls and

their values for different security rates were used for the representative stations as given

below:
Station Altinde  [24-hour U | —— Probability in %
monitoring_ Cw Cs 0,1% | 0.5% 1% 2%
M In VEars MM MM
Izvorovovillage| 330 46 48 0,48 152 191 144 127 105
Ravna gora 380 23 48 0.40| 1.60| 150 117 106 90
village
Haskovobani 390 25 91 49 038 1,52 136 120 111 102
Haskovo 180 81 104 52 0,35 1.4 154 122 111 100
Elena village 210 37 108 52 0,40 16| 176 120
Cv. Poliana 210 96 50 0,27 1,08 113 91
Byagovo 235 48 87 49 0,33 1,32 137 111 101 94
Galabovo 104 41 106 46,75 0,45 1.8 172 133 11§ 107

Table 5: The maximum diurnal rainfalls in the different measurement stations during the years

From the analysis of the data was established that at the hydrological assessment of
the micro-dams data with higher than the maximum values of the rainfalls with different
security rate were used. For security purposes it can be assumed that these values will better
guarantee the trouble-free functioning of the facilities, and for this reason, further on this
data was used for the maximal rainfalls. By using the received values of the high flow with

different security rates the values of the maximum runoff with different security were

12



calculated, through which the regional dependence was established and used for

determination of the runoff as formed from the smaller additional catchment areas.

1.3 Modulus and norm of the runoff
The modulus of the river runoff was determined through the creation of a regional
dependence between the runoff modulus and the average sea level of the water catchment

basins of the rivers within the region.

Ne Name Area Average Outflow Outflow

above sea module rate

level (I/s/sq.km) (Us)
(km?) (m) Q=M.F

1 2 5 4 5 6

1 Sivariver 28,512 359,00 53,5691 158,788
2 Mezeshka niver 34,710 315,00 53,3060 184,172
3 Golvama rekar 171,762 39900 5,8197 | 999597
4 Levka river 144,121 449 .00 6,1487 | 886,158
5 Selskareka 38,424 230,00 4.8324 185,680
6 Kalamitza river 65437 211,25 47337 | 309,762

Table 6: Calculated liters which are potential threat along the rivers listed in the table

According to the regulations, the culverts and bridges of the railroad should be
designed for security rate of 1%, thus it is assumed that the surrounding territory is
threatened once per one hundred years. It is checked whether the correction with the security
rate foreseen is able to accept the high flow with a security rate of 0,1% - i.e., one thousand
years/flow (wave).

Due to the lack of direct measurements, the maximum quantities with different
security rates were determined by indirect approximate methods. A comparatively reliable
value of the maximum water quantity can be received by the so-called river-bed method,
where by Shezi’s hydraulic formula with a maximum river water level, the maximum flow
rate is calculated. For this reason it is required through an on-site inspection, the features of
the river cross section to be established, under which the maximum waters were flowed in
the past. Since we have no data available from the on-site inspection, the maximal water
quantity was determined by two methods — by analogy through regional empiric

dependences and by the maximum rainfalls
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2. Calculation method by empirical formulas

The maximum water quantities based on the available data within a certain region can
be determined with dependences of the water quantity or of the runoff modulus from the
surface area of the catchment basin, i.e., dependences:

Qmax = f (F) or Mmax = f (F) (D)

From the data available within the region for the hydro-metric points, the modulus of
the maximum runoff for security rates of 0,1%, 1%, 2% and 5% were calculated.

The check for linear dependence existence showed that the determination coefficient
is from 0.25 up to 0.45, the calculated values as compared to the data obtained from the
hydro-metric point gives great deviations from the real values as measured at the point,
which means that this dependence should not be used for calculation purposes.

The power dependence of the modulus of the maximum runoff and the respective
security rate was considered:

Mo, = A.F 6Y)
where: M is the modulus of the runoff for the respective security rate
A — a coefficient
F — catchment surface area in sg. km
n — exponent
p% - security rate in %

The dependences as received and the calculated values from these dependences are

shown in the following three figures, and in a generalized form the parameters A and n are

given:

Dependance between the module of maximum outflou with probability of 0,1
%and water cachments area M ., = 74,834 . F %!l diterminat. coeff. R?= 0,8067

Module of maximum outflou ;3/s/sq.km
w

g

1000 2000 3000 a000 5000 6000 7000 2000 9000

Water cachment area sq.km

Figure. 1: Calculated dependency 0,1%
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Module of maximum outflow m3/s/sq.km

Dependance between module of maximum outflow with probability of 1 % and water
cachment area M ,,, =40,763. F *®** Ditermination coeff. R?= 0,8118

3,5 1%

2,5
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Figure. 2: Calculated dependency 1%
Dependance between module of maximum outflow with probability of 5% and water
cachment area M g, = 18,059 . F %% Ditermination coeff. R? = 0,7789
2,5
*
£ 2
E \
15
E {
g
£ .l
£
: 1\
205 1= \’
\
*
o]
Water cachment area sq.km
Figure. 3: Calculated dependency 5%
Parameter Probability
0,1% 1% 5%
Empiric dependence
Coefficient A 74,834 40,763 18,059
Coefficient n -0,6911 -0,6432 -0,5754
Determination coefficient R2 0,8067 0,8118 0,7789

Table 7: The values of coefficients in the regional dependency for calculation

of the ,,high” waves with different security rates
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By the coefficients thus determined from dependence (2), the peaks of the high flow
with different security rates for the bigger rivers (with a surface area more than 20 sg. km) in

the region were determined.

No Name ,,High” waters with intensity measured in
ms3/s
0,1% 1% 5%
ms3/sec ms3/s m3/s
1 2 3 4 5
1 Siva river 210,648 134,716 74,903
2 Mezeshka river 223,844 144,511 81,427
3 Golyama rekar 366,833 255,675 160,562
4 Levka river 347,480 240,160 149,035
5 Selskata reka 230,984 149,848 85,019
6 Kalamitza river 272,274 181,197 106,584

Table 8: The peaks of the ,,high” waves with different security rates for the bigger rivers
being feeders of Maritza river in the section of Svilengrad municipality
With the dependencies we calculate also the high waves by maximal precipitations.

The method gives very nice results compatible with HEC-RAS simulations.

3. Smart Water project tool

The state of the art for the flood hazard mapping for Svilengrad municipality has been
based on the existing official maps that are published on both sites of Fire Fighting & Civil
Protection Directorate of the Ministry of Interior and Basin Directorate, Ministry of
Environment and Water in Bulgaria [3], [4]. These maps were developed on the basis of
historical and prognosis flooding data in 2012 for the territory of whole Bulgaria. The goal of
the Smart water tool is to use the collected data for the territory of Svilengrad municipality
and by usage of the different dependencies formulas to estimate as accurate as possible the
hydrological stage of the river Maritza in the vulnerable area of the Bulgarian-Turkish-Greek

border zone.

3.1. Smart Water project tool structure

The project Smart Water has technical specifications which are oriented to the civil
protection engineers, who could apply field response for the population in risk by having
webGIS tool that could support their decision making in cases of large flood events. The test

areas are river sections defined for each project partner and the Bulgarian region is on the
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territory of municipality Svilengrad. The end user needs for the test cases cover the following

types of information for the river monitoring:

Distance from water level to river bank side

Flooding areas

Speed and direction of the water

Water blades

A series of maps of predefined and variable flood scenarios, with greater frequency
for the selected test case area provided in an information layer (i.e. raster images)
corresponding to the information required by the civil protection units, where the
reliability of forecasts is the main focus.

A set of data in the form of graphs, tables, or files for download will be also
available for the identified critical levels.

For each simulation and for each point, the maximum water height independently
from the moment, when it is reached, will display immediate worst scenario

situation possible from the given initial conditions.

The standard WMS interface will be applied for displaying the hydrological model

outputs on the webGIS platform. The maps in raster format like JPEG or PNG will give

opportunity for punctual queries for the users. The cartographic data will be provided in

alphanumeric information related to the predetermined number of positions along the route

of the monitored water course, deemed to be especially critical. The identification of the

strategic locations and data supply will have geomorphologic and hydrodynamic sets, where

will be included DEM (Digital Elevation Model) for the catchment basin, ortophoto images

for better justification of land use, meteorological data for precipitations and additional

climatic conditions, along with water level discharges and topology of the river levees for the

simulated areas. On Fig. 4 is given the structure of the information flow that the webGIS

platform will have implemented in its last version.
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Weather forecast
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Idrologic/Idrodynamic Data conversion
model processing to GIS data type

Data from sensors

WebGIS Output model data in

Maps for final users It WMS format

Figure. 4: Information flow as it will be implemented in the webGIS tool that will be the result of
Smart Water project.

4. Conclusion

The presented work is still ongoing, because the project duration is until the end of
January 2015. However the hydrological estimations for the vulnerable area of Svilengrad
municipality are one of the first attempts of data collection and calculation as it is accepted
according to the Bulgarian legislation based on INSPIRE directive and has priority to orient
all its results to the webGIS tool, which will be of help in the everyday work of the Civil

Protection engineers in the border area.
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1 Introduction

We consider the non-linear complex matrix equations
) X =A +0ANX 24y, 0 =41,

where A5 is a complex matrix and X, A; are Hermitian positive definite complex matrices.

The area of a practical application of equations (1) with @@ = I is discussed in [2, 3]. Studies of the
necessary and sufficient conditions for the existence of Hermitian positive definite solutions in case o = +1 and
As normal are given in [5]. Iterative algorithms for obtaining Hermitian positive definite spolutions are proposed
in [2, 3, 5]. Perturbation bounds for the solutions are derived in [1].

In this paper a residual bound for the accuracy of the solution obtained by an iterative algorithm is derived.
The bound is of a practical use as an effective measure for iterations termination.

Throughout the paper, the following notations are used: C"*™ is the set of n x n complex matrices; AH
is the complex conjugate and AT is the transpose of the matrix A; A ® B = (a;;B) is the Kronecker product

of A and B; vec(A) = [af,aq,...,a}]" is the vector representation of the matrix A, where A = [a;;] and
ai,asz,...,a, € C" are the columns of A; || - ||z and || - || are the spectral and the Frobenius matrix norms,
respectively, || - || is a unitary invariant norm such as the spectral norm || - ||2 or the Frobenius norm || - ||r. The
notation ’:=" stands for equal by definition’.

The paper is organized as follows. The problem is stated in Section 2. In Section 3 a residual bound
expressed in terms of the computed approximate solution to equations (1) is obtained using the method of Lyapunov
majorants and the techniques of fixed point principles. In Section 4 the effectiveness of the bound proposed is

demonstrated by a numerical example of 5th order.

2 Statement of the problem

Denote by X = X+6X the Hermitian positive definite solution of (1) obtained by some iterative algorithm.
The obtained numerical solution X approximates the accurate solution X of (1), and the term 6.X, for which
16X || < e]| X |2 is fulfilled, reflects the presence or round-off errors and errors of approximation in the computed

with machine precision ¢ solution X . Denote by

2) R(X) =X +0AlX 24, — A
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the residual of (1) with respect to X.

The goal of our investigation is to estimate by norm the error § X in the obtained solution X of (1) in terms
of the residual R(X).

For this purpose applying the matrix inversion lemma
(X+6X) 1 =XT-X"HXxX1=(X-0X) - X"1oxx !
we rewrite equation (1) as an equivalent matrix equation
3) 6X = R(X) — 0 ANX 26X X 1Ay — 0 ANX 16X X 2A,,
or written in an operator form
“) 6X = F(R(X),6X),

where F/(S, H) : C"*™ — C™*" is a linear operator, defined for some arbitrary given matrices W, V:
) F(S,H) = S—oW™V -H)2HV'W — oW (V - H)"'HV >W.
Taking the vec operation on both sides of (3) we obtain the vector equation

(6) vec(0X) = vec(F(R(X),6X)) :=n(y,z)
n(y,z) = v—o(Ag X '@ Avec(X725X)
— (4 X2 @ Allyvec((X — 6X)716X),

where  := vec(R(X)) and z := vec(6X). As in practice only the calculated approximate solution X is known,
we represent in (6) the accurate solution X by the calculated approximate solution X and the error 6.X to be
estimated: X = X — 0X.

3 Residual bound

Taking the spectral norm of both sides of (6), we obtain

©) 16X |Ie = lln(v, @)l < [IRZX)|e + (143 X1 @ AY[|2]| X 2|21 6.X e

(
+ A7 X2 @ AY[l2)l(X — 6X) Iz |6 X e

To simplify the expression of the error X in the obtained solution X and to avoid neglecting of higher order
terms, we approximate || X ~2||2 by || X~ [l2[|(X — 6X)~!||2, admitting some rudeness in the bound.

Based on the nature of X we can assume that || § X ||r < . Then, it follows for [[(X — 6X)~!|

_ 1
X2
that

X7l

(8) (X —0X) M2 < A
L= [ X726 X e

Replacing (8) in (7) we obtain

143 X~ @ ARl X3
L= [ X12)6X e
143 X2 ® A2 X2
L= | X=12)6X |k

©) I6X e = llx(v.2)ll2 < [REX)|e +

16X |

16X |-
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Denote by 8 := [|6X||p, r := [|R(X)||p, x := [|X |2, a1 == |A] X1 @ AF||o| X2, o = [[A] X2 ®

A|2]| X 1 ||2. For equation (9) we obtain

0&15 042(5
<
6 < r+1*X5+1*X5
(10) < 14 a1 + azd?,

with a1 := a1 + ag — x7, as := x.
To estimate the norm of the operator F(R(X),5X) we apply the method of Lyapunov majorants. We

construct a Lyapunov majorant equation with the quadratic function h(r, p)
p=nh(r,p), h(r,p) :=r—+a1p+ azp.
Consider the domain
an Q={r:a; +2raz <1}.

If r € () then the majorant equation p = h(r, p) has a root

2r

N 1—a1—|—\/(1—a1)2—47“a2.

Hence, for » € ) the operator 7(r,.) maps the closed convex set B,y C R"” into itself. The set B is small,

(12) p=10r):

of diameter f(r) and f(0) = 0. Then, according to the Schauder fixed point principle, there exists a solution
§ € By(y) of (4) and hence |[6.X ||p = [|{]|2 < f(r). In what follows, we deduced the following statement.
Theorem 1. Consider equations (1) for which the solution X is approximated by X, obtained by some
iterative algorithm with residual R(X) (2).
Letr := |R(X)[lp, a1 := A3 X7 @AY 2| X3, a2 = | A7 X2 @AY [lo| X [l and x := | X ~|2.
For r € €2, given in (11) the following bounds are valid:

e non-local residual bound

(13) 16X lr < F(r), £(r) - 2

r
T l—ai+ /(I —a1)? - dray’

where a1 1= a1 + ag — X7, a2 (= X;

e relative error bound in terms of the unperturbed solution X

[6X]e _ ()

(14) < .
X2~ 11X

e relative error bound in terms of the computed approximate solution X

16X]e _ _F)/IX ]

15 —.
> Xl = 1= 7n)/IX 15
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4 Experimental results

To illustrate the effectiveness of the bound, proposed in Section 3, we construct a numerical example on

the base of Example 4.3. from [4]. Consider equation X + Al X 24, = A; with coefficient matrices

-1 0 0 0 1
-1 0 0 1
1 H~y -2
AQZE -1 -1 0 1 3 A1:X+A2X A2
-1 -1 1 1
-1 -1 -1 1

and solution X = diag(1, 2, 3, 2, 1). The approximate solution X of X is chosen as

X=X+10%Xy; Xo= CcT +0),

[CT+C
where C is a random matrix, generated by MatLab function rand. The norm of the relative error ||0.X || /|| X |2 in
the computed solution X is estimated with the relative error bound (15) for X , defined in Theorem 1

The results for j = 1,2, 3,4, 5 are listed in Table 1.

Table 1.

j 1 2 3 4 5

DE 333x1078 333x107°  3.33x1077  3.33x107°  333x1071

est(15) 4.19x1073 4.17x107° 4.17x1077 4.17x107° 4.17x10~!!

The results show that the residual bound proposed in Theorem 1 is quite sharp and accurate.
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Abstract: In this paper we describe a production-ready ESB system for estimation of option prices
using stochastic volatility models. The Heston model is used as a basis for modelling the evolution of
asset prices. Our framework allows for accurate calibration of the Heston model to the market data,
using GPGPU-computing. The Zato framework is used as an integration layer, while the main
computations are distributed to HPC resources. In the first section we present the motivation for our
research and the main building blocks for our system. In the next section we discuss our approach to
calibration of the Heston model. In Section 3 we present the whole setup of the system. In Section 4 we
give examples of the operation of the system and show performance data. The system is capable of
using different data sources and is extendable from both infrastructure and software point of view with
hot deployment. The main advantage of the system is that by incorporating GPGPU-computing nodes it
allows for the use of more accurate models that are otherwise unfeasible.

Keywords: Option pricing, Heston model, GPGPU.

1.  Introduction

A financial option is a contract which gives to the owner the right, but not the
obligation, to buy or sell an underlying asset or instrument at a specified strike price on or
before a specified date. Valuation of options is one of the most important problems in the
world of Financial Mathematics. There are many approaches to this problem, including for
example Monte Carlo[1] simulation of the evolution of the price of a financial asset or
computations based on Fourier Transforms[2]. In this paper we build upon our previous
work on the Heston model[3] in order to incorporate the estimation of values of financial
options in a production ready high performance system.

The Heston model[4] is one of the most popular stochastic volatility models for
estimation of financial derivatives. The model was proposed by Steven Heston in 1993 and
takes into account non-lognormal distribution of the assets returns, the leverage effect and

the important mean-reverting property of volatility:
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dX(t)/X(t) = rdt +\[V(t)dWy(t)
AV (t) = k(8 — V(£))dt + e[V () dW, (t)

X(t) is asset price process, k, 9, € are constants, V(t) is instantaneous variance and
Wy, Wy,- Brownian motions. The initial conditions are X (0) = X, and V(0) = V, .We assume
that < dWx(t), dWy(t) > = pdt where [1is correlation parameter. There are many ways to
discretize and simulate the model but one of the most widely used is the Monte Carlo one,
where one discretizes along the time and simulates the evolution of the price of the
underlying. For discretization scheme we use Andersen[5] which sacrifices the full
unbiasedness, achieved under the exact scheme of Broadie and Kaya [6], to attain much
faster execution with similar accuracy. It is known that Monte Carlo simulations are
computationally intensive that is why we have developed a GPGPU algorithms [7] to achieve
fast execution times. The General Purpose GPU computing uses graphic cards as co-
processors to achieve powerful and cost efficient computations. The higher class devices
have large number of transistors and hundreds to thousands of computational cores which
makes them efficient for Monte Carlo simulations because there is a large degree of separate,
independent numerical trajectories with low amount of synchronization between them. In our
work we use NVIDIA graphic cards with their parallel computing architecture CUDA[8].

In order to achieve a production ready system that computes option prices in a near
real time manner and can be dynamically scaled in heterogeneous environment we used Zato
framework[9] as base integration system and QuandI[10] as main resource of financial data.

Zato is, an open-source ESB (Enterprise Service Bus) middleware and backend server
written in Python, designed to provide easy lightweight integration for different systems and
services. The platform does not have any restrictions for the architecture and can be used to
provide SOA (Service Oriented Architecture). The framework supports out of the box HTTP,
JSON, SOAP, SQL, Messaging (AMQP, JMS WebSphere MQ, ZeroMQ), NoSQL, FTP. It
can be managed via browser-based admin Ul, CLI, API and provides security, statistics, job

scheduling, load-balancing and hot-deployment.
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Figure 1 Zato components

It has several components that build the whole environment:
Load Balancer - implemented using HAProxy can handle large number of incoming
connections.
Application servers - based on gunicorn which allows them to be asynchronous,
fast, light on resources and handle large numbers of incoming HTTP connections.
When the environment is set up there are several (minimum 2) servers one of which
is pointed as singleton server. This role makes him responsible for managing tasks
that should not be executed in different instances - job’s scheduler and messaging
connectors (AMQP, JMS, ZeroMQ). Each server in the cluster always has the same
set of services as the others and is always active.
SQL ODB - database for storing Zato configurations, statistical information and
other user defined data. It supports Oracle and PostgreSQL.
NoSQL - a Redis server used for messaging broker between the servers and
scheduler and servers. Services and connectors communicate asynchronous,
indirectly through Redis.
Scheduler - is used for periodically invoked services and supports the following
type of jobs: one-time, interval-based and cron-style.

Quandl is a cloud big-data platform/search engine for various financial, economic and

social datasets like FX rates, futures, commaodities, interest rates, stock prices, business

indexes and economic indicators. All data is available via an API and there are a lot libraries

that wrap it in various languages - C/C++, Java, Python, R, Matlab and etc. The platform

contains more than 10 million datasets.

In the next section we explain our approach towards the calibration of the Heston

model based on incoming financial data. The third section describes the setup of our
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production-ready system and the interconnection of its various parts. After that we outline
our observations and experience from testing the system and we finish with conclusions and

directions for future work.

2. Calibration of the Heston model

Although the prices of financial assets are apparently unpredictable, they exhibit some
features and are amenable to the use of the mathematical apparatus of stochastic processes.
The main building blocks for describing the dynamics of the price of a financial asset or a
system of correlated financial assets are the Brownian motion and the Poisson process. The
volatility of the price can be modeled as either deterministic or stochastic process. The
stochastic volatility models are more powerful, but are more demanding in terms of
computational power. Once we decide on the model to be used, we have to solve the problem
of calibration of the parameters of the model, using the observed data. This task becomes
more computationally intensive and mathematically challenging with the increased number
of degrees of freedom of the model. In many practical situations it has to be accomplished
within limited time and computational resources. The classical model of Black-Scholes[11]
is still used today, although it assumes log-normal distribution of the asset returns. It has
been found to be insufficient to account for the specifics of market behaviour and accomplish
acceptable pricing of traded options, but is still used as a benchmarking tool. For example,
the implied volatility, obtain through the Black-Scholes formula, can be used as a way of
measuring the perceived risk. The Heston model is a more complex model which assumes
the instantaneous stochastic volatility follows an Ornstein-Uhlenbeck process.
Unfortunately, the instantaneous stochastic volatility is not directly observable.

One of the approaches for calibration of the parameters of the model, that we have
employed, is based on the fitting of the so-called volatility surface[12]. On the next figure 2
one can see the implied volatility surface, computed for some parameters of the Heston
model. The financial options that are traded on the market produce data points that deviate
from this surface. For each observed option price, one obtains one data point. Thus the usual
approach for calibration is based upon the fitting of these data points with the implied
volatility surface, by defining a suitable loss function (usually mean-squared error) and

optimizing over the set of all admissible parameters.
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Figure 2. Implied volatility as a function of normalized strike price and time to expiry.
Resulting from Heston model fit of SPY option prices

This approach has certain drawbacks. First of all, it results in rapid changes in the
parameters of the model as the market situation changes. It is also dependent on the global
optimization routine being used, since many such routines end-up in local instead of global
minima. In many cases the final values of the objective (loss) function obtained under
different optimization routines, are close, but the values of the model parameters are
different.

That is why we decided to make use of more computational resources and to add
more terms in the loss function, in order to obtain more stable results. Our loss function is
based not only on the current market prices, but also on the prices in the recent past, e.g., if

daily observations are considered, the loss function can be defined as:

k-1 n
D et > wy) (o0 — oyt )’
t=0 j=1

where k is the total number of time periods used, c is a constant, w; is the weight,
a;(t) is the observed price at time ¢ of the option j, while g;(¢, IT) is the computed value of
the option j under the set of model parameters IT.

This approach is generic and applies not only to the Heston model, but in our system
we implemented an algorithm for fast computation of the option prices under the Heston
model that is suitable for using GPGPU resources - the so-called COS algorithm. Several
routines for global minimization were tested, mainly from the package for non-linear

optimization that is called NLOPT[13][14]. The weights can be defined in many ways to take
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into account the amount of uncertainty in the observed prices. In our tests we defined the
weight to be equal to 3 if both open interest and volume for the particular option are non-zero
in the given day, 2 if one of these is zero and the other is non-zero, and 1 if the price is only
result from bid-ask quotes.

This type of calibration procedure depends on availability of pricing data for the
options. In many cases such data is hard to obtain or not relevant. For example, for very short
term options, e.g., minutes, the data about options with duration approximately one month is
not suitable. For such cases one has to develop approaches based on using only data about
prices of the assets. There is large amount of theory and practical implementations that deal
with such cases. In our system we used the Andersen scheme as an approximation and
combining it with the Markov-Chain Monte Carlo approach, in order to produce chains that
sample sets of Heston model parameters. This scheme was also implemented using
parallelization across multiple GPGPUs. The parameters that are obtained in this way may be
different from those that the above algorithm provides, because they use different sets of data
and give more weight to data points coming from relatively distant times. It is advisable to
use the former approach when option data is available and judged to be relevant, while the

latter will be used as fallback.

3. System setup

The Zato framework is installed with two application servers, load-balancer, SQL
database (PostgreSQL) and Redis in our datacenter. For host machines we used virtual ones
because, the asynchronous nature of the platform it is designed for more data intensive
operations so virtual machines offer a good flexibility and easy scalability. The front load-
balancer is HA-proxy which is a fast and reliable solution for high availability, load
balancing and proxying for TCP and HTTP. The data integration is done via services that
consume the Quandl public API and synchronize the data with the internal SQL database.
For ease and real-time communication we have set a Twitter account and connected it with
the integration backend services via the Twitter APIl. We have used the AMQP solution
provided by the platform to integrate the internal HPC/GPU resources with Zato. AMQP
stands for Advanced Message Queuing Protocol an open standard application layer protocol
for message oriented middleware. These resources include a cluster based on HP Cluster
Platform Express 7000 with 36 identical blades of the type HP BL 280c, equipped with dual
Intel Xeon X5560 @ 2.8GHz and 24 GB RAM per blade and a separate configuration for the
GPUs - two HP ProLiant SL390s G7 servers with Intel(R) Xeon(R) CPU E5649 @
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2.53GHz, which are equipped with 8 NVIDIA Tesla M2090 cards each. A card of that model
has 512 cores for GPU computing and achieves 1331 GFLOPS in single precision and 665
GFLOPS in double precision. All code for the GPUs is written on CUDA - NVIDIA parallel
computing platform for graphic cards. All servers are interconnected with non-blocking
InfiniBand interconnection, thus keeping all servers under the same connectivity parameters.
The whole Zato configuration can be modified easily via command line or web admin
interface. The same is valid for the services and can be dynamically changed on the fly. All

services have REST interface which offers easy use and setup of clients.

REST

Load
Balancer

E

Application Application
Server 1 Server 2

Quandl Public

Internal HPC/GPU
[ systems ] API

Figure 3 System components

4.  Operations and performance

The system is configured to update the financial data on daily basis and persist it in
PostgreSQL database. The logical organization offers easy horizontal scalability if more
datasets are needed. At this moment we consume only the Quandl Financial Data API but it
wraps Google Finance, Yahoo Finance, NASDAQ and 240 more financial data providers
with more than 230 000 datasets with financial assets history. In case of need the system can
be easily updated with another provider by API or static import of data in the database.
Quandl API is flexible and allows incremental update of the targeted datasets which is done
by the scheduler of the framework. In addition we have connected it with Twitter in order to
have the ability to config real-time monitoring and notification service. The current setup is
with two applications servers which is the minimal configuration but the application server
layer can be easily scaled up and down via the admin interfaces. Also the framework offers

dynamic deployment and hot replacement of the services without any restarts or downtimes.
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This comes from the fact that it is Python framework and services are compiled runtime. The
message-passing communication between the data layer and the computational resources
provides asynchronous delivery of the data and fail over solution in case of broken
connection between the sender and receiver. The table below shows the calibration algorithm

running times on NVIDIA Tesla m2090 cards with calculated parallel efficiency.

GPU 1 2 3 4 5 6 7 8
time(s) | 308 | 158 | 112 | 90 | 79 | 69 | 66 | 63
efficiency | 1.0 | 0.98 | 0.92 | 0.85 ]| 0.78 | 0.74 | 0.66 | 0.61

Figure 4 Parallel efficiency for 100000 iterations, n=18 (days) and 34938 options
As it is shown, the running times range from one up to several minutes which offers a

good near real-time processing and simulation of the prices.

5. Conclusions

The presented setup and results show a scalable system for real-time option pricing.
As it was presented -every layer of the architecture is dynamic. On data layer, the
organization of the datasets offers easy management and clusterization if needed. The
business logic layer — Zato application servers are in cluster mode by default. These servers
use messaging to communicate with the infrastructure layer — the HPC/GPU resources - an
approach that provides ease extension if more computational resources are needed. The
developed GPGPU algorithms offers time-efficient parameter estimation and simulation of
Heston stochastic volatility model for option pricing. For future work we intend to
implement and add more models in order to have a system with rich portfolio for financial

technical analysis.
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Abstract: In the paper we demonstrate a system engineering value driven approach within
determination of the optimal portfolio allocation modeled with Black-Scholes stochastic differential
equation dynamic and determination of the equilibrium points in a competitive trading modeled by the
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1 Introduction

Mathematical economics is a discipline that utilizes mathematical principles to create
models to predict economic activity and to conduct quantitative tests. Although the discipline
is heavily influenced by the bias of the researcher, mathematics allows economists to explain
observable phenomenon and to permit theoretical interpretation. His fields are applications
of mathematical techniques to the analyses of the theoretical problems and development of
meaningful quantitative models for economic analyses. In these fields are included static
equilibrium analyses, comparative statics (as to change from equilibrium to another by a
change of important factors) and dynamic analysis tracing changes in an economic system
over time. In the 19th century the economic modeling started the use of differential calculus
to explain human behavior (preferences and objectives) and to describe analytically
economic processes with human participations. In contemporary economic theory risk and

uncertainty in the human decisions have been recognized as central topics. Along this line
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Utility theory and the more general Measurement theory permit development of complex
models in which human participation is reflected analytically [1].

The main assumption in each management or control human decision is that the
values of the subject making the decision (DM) are guiding force and as such they are the
main moment in supporting the decisions [5]. The utility theory is one of the approaches to
measurement and utilization of such conceptual information and permits the inclusion of the
decision maker (or the technologist) in the complex model ,,DM - quantitative model” in
mathematical terms. Utility function based on DM’s preferences as objective function allows
for quantitative analysis in risk and removal of logical inconsistencies and errors which
appear as uncertainty in economic solutions.

The main focus of the paper is the synchronous merger of mathematical exactness
with the empirical uncertainty in the human notions in quantitative models in economic field
[3]. The expression of the human notions and preferences contain characteristic of
uncertainty due to the cardinal type of the empirical DM’s information. The appearance of
this uncertainty has subjective and probability nature [3, 4, 5, 8, 9]. Possible approach for
solution of these problems is the stochastic programming. The uncertainty of the subjective
preferences could be taken as an additive noise that could be eliminated as typical for the
stochastic approximation procedures and stochastic machine-learning [12].

In the paper is proposed a methodology that is useful for dealing with the uncertainty
of human behavior in complex problems. This methodology permits mathematical
description of complex system “DM-economic process”. We illustrate this methodology in
two examples, two quantitative models for economic analyses and predictions. The first is
,»Optimal portfolio allocation” based on a utility objective function and Black-Scholes model
dynamic as stochastic process for control [11]. The second is the well-known Edgeworth Box
model in microeconomic [3]. In this example we demonstrate the approach by description of
the consumer’s demand’s curves as utility function based on DM’s preferences and
determination of the contract curve in agreement with the DM’s preferences.

The described approach permits representation of the individual’s preferences as
utility function, evaluated as machine learning and inclusion of this function in the

guantitative economic model as objective function [1, 3].

2 Quantitative Modeling, Preferences and Utility

Here we describe applications of the proposed mathematical approach for

representation of the individual DM’s preferences as analytical utility function and their use
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for model descriptions and solutions of economic problems with decisive human
participations. In the first subsection we give a brief description of the approach for
polynomial utility function approximation based on DM’s preferences. In the following
subsections we discuss two quantitative mathematical economic models. First is in the field
of dynamic analysis with construction of optimal portfolio control and tracing changes in
agreement with the DM’s preferences. The second model is in the field of comparative
statics for predictions the equilibrium in agreement with DM’s preferences, the famous

Edgeworth box model.

2.1 Ordering, Preferences and Utility Polynomial Approximation

We seek analytical representation of the individual’s preferences as utility function,
evaluated as recurrent stochastic programming and machine learning for value based
decision making in the framework of the axiomatic decision making.

Measurement is an operation in which a given state of the observed object is mapped
to a given denotation [7]. In the case when the observed property allows us not only to
distinguish between states but to compare them by preference we use a stronger scale, the
ordering scale. The preference relation in the ordering scale (x is preferable to y) is denoted
by (xty). If there exist incomparable alternatives, then the scale is called a scale of partial
ordering. A “value” function is a function u(.) for which it is fulfilled [4, 5]:

((x, Y)eX? xry) = (Ux)>u(y)).

Under this scale we cannot talk about distance between the different alternatives.
Here only ordinal evaluations within different mathematical processing of the information
may be used. If with the ordering of the alternatives we can evaluate the distance between
them we can talk about interval scale [7, 12]. For these scales the distances between the

alternatives have the meaning of real numbers. The transition from one interval scale to

another is achieved with affine transformation: X =ay +D, (X,y) € X 2a>0beR.

Among these type of scales is also the measurement of the utility function through the
so called “lottery approach”. Once more we emphasize that here the calculations are done
with numbers related to the distances between the alternatives, and not with the numbers
relating to the alternatives themselves. For instance, if we say that a body is twice as warm as
another in Celsius, this will not be true if the measurements were in Kelvin. Let X be the set
of alternatives (XcR™). The DM’s preferences over X are expressed by (f). Let Ay~ and By
are the sets: Ag-={(x,y) eR*™ (U*(X))>u*(y)}, Bu=={(X, ) €R*"/ (u*(x))<u*(y)}.
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If there is a function F(x,y) of the form F(x,y)=Ff(x)-f(y), positive over A, and
negative over By, then the function f(x) is a value function equivalent to the empirical DM’s
value function u*(.). The construction of such functions of two variables is one of the ways
for evaluating the value functions in ordinal aspect [12]. Such approach also permits the use
of stochastic recurrent techniques for “pattern recognition” for solving the problems. In the
deterministic case it is true that AxnB=C. In the probabilistic case it is true that
ANB#D [ ]. Let X be the set of alternatives and P is a set of probability distributions over
X. A utility function u(.) will be any function for which the following is fulfilled:

(pta, (p.a)eP?) < (u()dp > [ u()da).

In keeping with Von Neumann and Morgenstern [4] the interpretation of the above
formula is that the integral of the utility function u(.) is a measure concerning the comparison
of the probability distributions p and q defined over X. The notation (f) expresses the
preferences of DM over P including those over X (X< P). There are different systems of
mathematical axioms that give sufficient conditions of a utility function existence. The most
famous of them is the system of Von Neumann and Morgenstern’s axioms [4]. The following
proposition is almost obvious [4, 7].

Proposition1. The DM “preference” relation () defined by the utility function u(.) is
“negatively transitive” (—(pft) A — (trq) ) = —(p'q) ).

The following proposition discusses the transitivity of the equivalence relation ().
This property is violated in practice most often times.

Proposition2. In the case of a “negative transitivity” of (f) the “indifference” relation
(=) is transitive ( (X=Yy) A (Y&1)) < (X=t1))).

Corollary: Let the preference relation (f) is “irreflexive” (—(ptp)) and “negatively
transitive”, then the “indifference” relation (=) is an “equivalence” (reflexive, symmetric and
transitive).

The irreflexivity of the preferences and the negative transitivity of the preference
relation split the set X into non-crossing equivalence classes. The factorized set of these
classes is marked by X/~ We need the next two definitions. A “weak order” is an
asymmetric and “negatively transitive” relation. The transitivity of the “weak order” ()
follows from the “asymmetry” and the “negative transitivity”. A “strong order” is a “weak
order” for which is fulfilled (—(x=y)=((xty) v (x1y)). It is proven in [4] that the existence
of a “weak order” () over X leads to the existence of a “strong order” preference relation

() over X/~. Consequently the presumption of existence of a utility function u(.) leads to the
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existence of: asymmetry (x{y)=> (—(xty)), transitivity (xty) A (ytz) = (x{z), and transitivity
of the “indifference” relation ().

So far we are in the preference scale. The assumption of equivalence with precision
up to aff